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Abstract. We introduce a toy model for rate-independent droplet motion
on a surface with contact angle hysteresis based on the one-phase Bernoulli
free boundary problem. We consider a notion of energy solutions and show
existence by a minimizing movement scheme. The main result of the paper
is on the PDE conditions satisfied by general energy solutions: we show that
the solutions satisfy the dynamic contact angle condition Hd−1-a.e. along the
contact line at every time.
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1. Introduction

In this work we consider a toy model, based on the one-phase Bernoulli free
boundary problem, for the rate-independent motion of droplets on a solid surface
with the effects of contact angle hysteresis.

It is well understood in the physics and engineering literature that capillary
droplets on many solid surfaces experience a phenomenon known as contact angle
hysteresis [7]. Rather than a single contact angle specified by the material proper-
ties, as would be predicted by the classical Young’s law in capillarity theory [16],
there is a range of stable contact angles. Consequently droplets can “stick” to the
solid surface; the contact line (the curve separating the wet and dry regions) does
not move under small applied forces although the free surface (the liquid-air inter-
face) does move. The origin and appropriate modeling of contact angle hysteresis
is the subject of much debate in the engineering literature [7, 16].

Similar phenomena occur in the context of two phase flow in a porous medium,
called capillary pressure hysteresis in this context [5, 18, 20]. Typically the flow
velocity in each phase is determined by Darcy’s law and the phase interface moves
with velocity proportional to a pressure differential. However, when capillarity
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forces at the interface, where individual grains of the medium are only partially
wetted, are of the same order as the pressure differential, pinning can occur. The
origin of this pinning is exactly the microscopic surface roughness of the matrix
medium and the associated contact angle hysteresis. The phase interface only
advances or recedes when the pressure differential exceeds a certain threshold.

The present paper is on the qualitative features of a macroscopic model for these
types of interface pinning phenomena. Our model is inspired by the one proposed
by DeSimone, Grunewald, and Otto [6], with theory developed by Alberti and
DeSimone [1].

Instead of the capillarity energy with slowly varying volume constraint, as con-
sidered in [1, 6], we study a quasi-static and rate-independent evolution associated
with the Alt-Caffarelli one-phase energy functional under a slowly varying Dirichlet
forcing. Although the Dirichlet driven problem does not conserve volume, it arises
when studying the local behavior near the contact line where volume can be lost
and gained from the bulk. Such scenario arises, for example, in the low velocity
Wilhelmy plate method for measuring dynamic contact angles, see for example [17].
There a plate or fiber is lifted slowly from a liquid bath and, in the reference frame
of the plate, the surface height of the bath provides a time varying Dirichlet con-
dition. While we expect to be able to handle the capillary energy instead of our
linearized energy with mostly technical modifications, it is less clear how to address
the volume constraint instead of the Dirichlet forcing. See further discussion on the
prescribed volume constraint problem in Section 1.3.

Our goal in this paper is to describe the motion law of solutions within an
energetic framework. More precisely we introduce an energetic notion of solutions,
global energetic solutions (which we just refer to as “energy solutions”). Energy
solutions can be defined in a quite general setting, and we show that they satisfy the
dynamic slope condition (1.5)—which governs the continuous motion—pointwise
almost everywhere along the contact line. To our knowledge this is the first such
rigorous result for a general class of weak solutions to a rate-independent model
of droplet evolution. We are not aware of any prior works addressing the optimal
space-time regularity of energy solutions in rate-independent systems. Besides its
own interest, our result can be viewed as the first step toward understanding further
regularity properties of energy solutions. In order to achieve regularity properties
for energy solutions, or to assess the existence of irregular energy solutions, it is
necessary to first understand in detail the dynamic PDE conditions satisfied by
solutions. For example, in our companion work [9], we achieved optimal space-time
regularity of a notion of solutions in a certain geometry which satisfies the dynamic
slope condition in pointwise sense.

1.1. The model. Consider a connected domain U in Rd with compact complement.
For u : U → [0,∞) consider the Alt–Caffarelli one-phase free boundary energy
functional

(1.1) J (u) =

ˆ
U

|∇u|2 + 1{u>0} dx,

where 1{u>0} is the indicator function of the set Ω(u) := {u > 0}.
In the context of capillarity modelling the droplet’s free surface (liquid–gas) is

given by the graph of u on U , and the positivity set Ω(u) is the wetted area:
the contact between the liquid and solid phase; see Figure 1. The triple junction
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Figure 1. Side view (left) and the top view (right) of the setup
for the one-phase free boundary problem.

or contact line (liquid-gas-solid) is located at the free boundary ∂Ω(u) ∩ U . The
Dirichlet energy

´
U
|∇u|2 dx comes from a linearization of the surface area.

We recall that the Euler-Lagrange equation associated with the energy functional
J is the one-phase Bernoulli free boundary problem

(1.2)
{

∆u = 0 in Ω(u) ∩ U,
|∇u|2 = 1 on ∂Ω(u) ∩ U.

We are interested in rate-independent evolutions associated with the energy func-
tional J , driven by a Dirichlet boundary data F (t) : [0, T ] → (0,∞) acting as the
external forcing. We augment the energy functional (1.1) by adding an energy dis-
sipation in a form of a dissipation distance: for any pair of sets Ω0 and Ω1 in Rd

we define
Diss(Ω0,Ω1) = µ+|Ω1 \ Ω0|+ µ−|Ω0 \ Ω1|.

This non-symmetric distance measures the energy dissipated by the motion of the
free interface under (monotone) motion of the positive phase from state Ω0 to state
Ω1. The coefficients µ+ > 0 and µ− ∈ (0, 1) can be viewed as the friction forces per
unit length of the free interface, respectively for advancing and receding regimes.

In what follows we will abuse notation and also write Diss(u, v) = Diss(Ω(u),Ω(v))
for the dissipation distance between the positive phase of two profiles u and v.

In the simple model we assume that free interface can move only if the “force”
|∇u|2−1 per unit length on the interface coming from the first variation of potential
energy (1.1) can overcome the static friction force µ+ or µ−, depending on whether
the contact line advances or recedes. Furthermore, the scale at which the contact
line moves is much faster than the scale on which we observe the state of the
system, and therefore at each time t the interface is assumed to be in an equilibrium
configuration and cannot move. This state u(t) can be characterized as a local
minimizer of the augmented energy functional

E(u, u′) := J (u′) + Diss(u, u′),(1.3)

that expresses the total of the potential energy J (u′) in an alternative state u′ and
the energy dissipated by the friction forces on the contact line required to reach the
alternative state.
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The formal first variation of the augmented energy functional E(u, ·) results in
the pinned one-phase free boundary problem

(1.4)
{
∆u = 0 in {u > 0} ∩ U,
1− µ− ≤ |∇u|2 ≤ 1 + µ+ on ∂{u > 0} ∩ U.

Now the gradient is allowed to take a range of values on the interface: this is the
manifestation of contact angle hysteresis in this model as “gradient hysteresis”.

The state might change with t due to the Dirichlet boundary condition

u(t) = F (t) on ∂U

at each t ≥ 0. Since we can observe the state only in an equilibrium, the evolution
is rate-independent in the sense that the path does not depend on how fast F
changes, that is, the time variable can be monotonically reparametrized yielding an
equivalent evolution.

Varying F (t) pulls up (or down) the profile u(t) but the free boundary remains
pinned as long as the gradient at the free boundary is within the pinning interval
in (1.4). Once the gradient saturates one of the endpoints in the pinning condition
(1.4) somewhere, the interface needs to move. And, indeed, the free boundary only
advances or recedes when the gradient saturates the corresponding endpoint of the
pinning interval. This heuristic suggests the dynamic slope condition

(1.5) |∇u(t, x)|2 = 1± µ± if ± Vn(t, x) > 0 on ∂Ω(u(t)) ∩ U

where Vn(t, x) is the outward normal velocity of Ω(u(t)) at x ∈ ∂Ω(u(t)), and ∇
always denotes the spatial gradient. This condition is analogous to the dynamic
contact angle condition which is studied in the physics of capillarity.

1.2. Main results. The view of the evolution as a continuum of stable states
of the energy functional E motivates our present notion of solutions of the rate-
independent evolution of the Bernoulli functional. However, the local minimality
is strengthened to a global one, as is common in the theory of rate-independent
systems [1, 15]. Additionally, an evolution between any two states at two times
along the solution must be energetically allowed: the dissipated energy required to
reach the second state from the first cannot be larger than the difference of potential
energies of the two states together with the work done by the external forcing.

Definition 1.1. A measurable u : [0, T ] → H1(U) is a energy solution (E) of the
quasi-static evolution problem driven by Dirichlet forcing F if the following hold:

(1) (Forcing) For all t ∈ [0, T ]

u(t) = F (t) on ∂U.

(2) (Global stability) The solution u(t) ∈ H1(U) and satisfies for all t ∈ [0, T ]:

J (u(t)) ≤ J (u′) + Diss(u(t), u′) for all u′ ∈ u(t) +H1
0 (U).

(3) (Energy dissipation inequality) For every 0 ≤ t0 ≤ t1 ≤ T it holds

(1.6) J (u(t0))− J (u(t1)) +

ˆ t1

t0

2Ḟ (t)P (t) dt ≥ Diss(u(t0), u(t1)).

Here P (t) = P (u(t)) =
´
∂U

∂u(t)
∂n dS is an associated pressure.
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In some works, for example [1], energy solutions are required to satisfy an en-
ergy dissipation balance condition instead of the inequality we use. That notion is
equivalent to ours, see Remark 3.8 later for more details.

The Euler-Lagrange equations for the global stability condition (2) is the pinned
one-phase problem (1.4). Taking the time derivative in the energy dissipation bal-
ance shows that smooth energy solutions satisfy the dynamic slope condition (1.5);
see (3.4) and (4.2) below for details of the computation. Justifying this formal com-
putation for general energy solutions is quite difficult and is the content of Theorem
1.4 below.

Minimizing movements scheme. The most typical way to construct an energy so-
lution (E) is based on a time-incremental or minimizing movements scheme. For
δ > 0 consider the time-discrete approximation scheme

(1.7) ukδ ∈ argmin
{
J (w) + Diss(uk−1

δ , w) : w ∈ F (kδ) +H1
0 (U)

}
.

Using piecewise constant interpolation define, for all t ∈ [0, T ],

uδ(t) := ukδ and Fδ(t) = F (kδ) if t ∈ [kδ, (k + 1)δ).

The time incremental scheme produces energy solutions via a compactness idea
introduced by Mainik and Mielke [13].

Definition 1.2. Say that u : [0, T ] → H1(U) measurable is a minimizing move-
ments energy solution if there is a sequence δk → 0 and uδk(t) solving the scheme
(1.7) so that uδk(t) → u(t) in L2(U) for every t ∈ [0, T ].

Our first main result is the existence of an energy solution via the minimizing
movements scheme.

Theorem 1.3 (see Section 5 for a proof). The uδ(t) generated by the minimizing
movements scheme satisfy the following:

(i) The states uδ(t) are uniformly Lipschitz, χΩδ(t) and J (uδ) are uniformly
bounded in BV ([0, T ];L1(U)) and BV ([0, T ];R) respectively.

(ii) There is a subsequence δk → 0 and u : [0, T ] → F (t) +H1
0 (U) so that for

every t ∈ [0, T ]

‖uδk(t)− u(t)‖L∞(U)→ 0 and dH(Ω(uδk(t)),Ω(u(t))) → 0 as δk → 0.

(iii) Any such subsequential limit u(t) is an energy solution.

By Theorem 1.3 any minimizing movements solution, Definition 1.2, is indeed
an energy solution (E). On the other hand, it remains open whether all energy
solutions are minimizing movements solutions.

The second main result shows that general energy solutions still satisfy the dy-
namic slope condition (1.5) in a geometric measure theoretic sense.

Theorem 1.4 (see Proposition 3.16 and Theorem 4.3). Suppose u is an energy
solution on [0, T ]. Then

(i) (Basic regularity properties) The states u(t) are uniformly Lipschitz and
non-degenerate and Hd−1(∂Ω(t)) is uniformly bounded in time. Also t 7→
Ω(u(t)) is in BV ([0, T ];L1(R)) and u(t) has left and right limits in uniform
metric at every time, denoted uℓ(t) and ur(t).
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(ii) (Upper and lower envelopes) The upper and lower semicontinuous envelopes
of u, called u∗ and u∗, are themselves energy solutions and actually u∗(t) =
max{uℓ(t), ur(t)} and u∗(t) = min{uℓ(t), ur(t)}.

(iii) (Dynamic slope condition a.e.) For all t ∈ [0, T ] the function u(t) satisfies
the stability condition (1.4) and satisfies (in terms of u∗ and u∗) the dy-
namic slope condition (1.5) at Hd−1-almost every point of its free boundary
∂Ω(u(t)) ∩ U .

The highlight of this result is (iii), where we show that the energy dissipation
balance condition is satisfied in a strong local sense. The regularity properties in
(i) follow from relatively standard energy arguments; we are recalling them here for
context. The precise description of the semicontinuous envelopes (ii) is a somewhat
unusual result in the context of literature on rate-independent motion. Our analysis
of the energetic properties of the upper and lower envelopes in (ii), see Proposition
3.16 below, is more typical of the theory of discontinuous viscosity solutions [4] and
plays an important role in the proof of the dynamic slope condition.

On the other hand, just under the energy solution property, we are not aware of
any results on the higher regularity of solutions or on stronger (local) notions of the
energy dissipation balance condition. In particular we are not aware of any prior
literature which assesses the local regularity of the solution implied by the space-
time effect of the energy dissipation balance condition. In order to take advantage
of the Euler-Lagrange equation to prove higher regularity, as we have done in [9],
it is necessary to first understand exactly in what sense the PDE conditions are
satisfied.

1.3. Open questions. We end the introduction with several open questions.
Energetic notion in anisotropic setting. The global notion of energy solutions

which we use in this paper provides many mathematical conveniences and allows
much of our analysis. In particular this notion relies on the existence of a globally
defined dissipation distance. In the isotropic case that we consider in this paper
there is such a simple and natural distance function. Such a quantity is not always
available. For example, it is not clear how to define any global dissipation distance
in the case of the anisotropic media which arise from periodic homogenization
[3, 8, 10,12].

Locality of jump laws. It is well-known that global energy solutions can exhibit
un-realistic jump discontinuities, i.e. jumps that would be inconsistent with viscous
/ rate-dependent approximations. They tend to jump “as early as possible” to
preserve the global energy minimality at each time; see Figure 2 for illustration.
In the companion paper [9] we will discuss a notion of obstacle solutions, which
jump “as late and little as possible”. This is generally regarded as a physically
preferable jump law. The obstacle solution dissipates the “right” amount of energy
on its jumps, but it is not clearer whether it yields an energetic notion of jump
dissipation. It would be interesting to study the possible connection of the obstacle
solutions with the available energetic notion of solutions which jumps “as late as
possible” in other settings, for instance the notion of the balanced viscosity notions
([14] or [15, Chapter 3.8.2]).

Volume constraint. Lastly, we hope that our approach can be extended to address
the prescribed volume case, where we minimize (1.3) with the constraint

´
u(t) dx =

Vol(t) at each time. The volume Vol(t) is a prescribed function of time driving the
evolution, modeling evaporation/condensation processes. The first variation of this
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Figure 2. Illustration of solutions jumping “as early as possible”
(left) and “as late as possible” (right). An increasing Dirichlet
boundary condition is prescribed on the two small dotted circles.

problem leads to the interior operator −∆u = λ in the positive set of u, replacing
the first equation in (1.4). Our theory can be applied rather easily to this case if the
Lagrange multipler λ were instead a priori given as a function of time. The challenge
with prescribing the volume Vol is the implicit dependence of λ on both Vol and
the geometry of the set {u > 0}, which brings up various technical difficulties. For
instance the normalization of solutions with respect to the Dirichlet data, in the
proof of Theorem 4.3, may not be easily adapted in this case.

Acknowledgments. W. Feldman was partially supported by the NSF grant DMS-
2009286. I. Kim was partially supported by the NSF grant DMS-2153254. N. Pozar
was partially supported by JSPS KAKENHI Kiban C Grant No. 23K03212.

1.4. Notations and conventions. We list several notations and conventions which
will be in force through the paper.

▷ We call a constant universal if it only depends on d and µ+ > 0, µ− ∈ (0, 1),
a constant is called dimensional if it only depends on the dimension.

▷ We will refer to universal constants by C ≥ 1 and 0 < c ≤ 1 and allow such
constants to change from line to line of the computation.

▷ Denote a ∨ b = max(a, b) and a ∧ b = min(a, b), respectively, for the maxi-
mum and minimum of two real numbers a and b.

▷ We often abuse notation and write Ω(t) instead of Ω(u(t)) etc.
▷ u∗ and u∗ denote the upper-semicontinuous envelope and the lower-semicontinuous

envelope, respectively, of u in both time and space. We write USC and LSC
respectively as shorthand for upper-semicontinuous and lower-semicontinuous.

▷ F +H1
0 (U) refers to the space of functions in H1(U) with trace F on ∂U .

2. Example of hysteresis

In order to understand the macroscopic effect of the hysteresis inherent in the
slope pinning condition we consider a simple explicitly solvable radially symmetric
example in dimension d = 2. See Figure 3 which will be further explained below.
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Figure 3. Hysteresis loop for radial solutions. Top left: profiles of
advancing solution starting from (R0, F0) ∈ γ−. Top right: profiles
of receding solution starting at (R1, F1) ∈ γ+. Bottom left: hys-
teresis loop diagram in (R,F )-plane. Bottom right: plot of F (t).
Parameters used to generate top and bottom set of pictures do
not exactly match in order to better display the respective graphs.
The factor σ is defined to be

( 1+µ+

1−µ−

)1/2.

Denote the family of radially symmetric solutions vλ,F of
∆vλ,F = 0 in Ω(vλ,F ) \B1,

vλ,F = F on ∂B1,

|∇vλ,F | = λ on ∂Ω(vλ,F ) \B1.

These can be explicitly computed as

vλ,F (x) = F

(
1− log |x|

log ζ(λ−1F )

)
+

where ζ : (0,∞) → (1,∞) strictly monotone increasing is the inverse of R 7→ R logR
i.e.

ζ(s) log ζ(s) = s for s > 0.

Note that the radius of the support of vλ,F is R = ζ(λ−1F ).
Now let us consider the radially symmetric solution of (1.4)–(1.5) in U = R2 \B1

subject to the boundary condition u(t) = F (t) on ∂B1 with some forcing F (t) and
u0 = v(1−µ−)1/2,F0

.
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The solution must be of the form

u(t) = vλ(t),F (t) with λ(t)2 ∈ [1− µ−, 1 + µ+]

and the dynamic slope condition becomes

± d

dt
R(t) = ± d

dt
ζ(λ(t)−1F (t)) > 0 implies λ(t) = 1± µ±.

In other words

± d

dt
R(t) > 0 implies R(t) = ζ((1± µ±)

1/2F (t)).

or viewing matters in the (R,F ) plane the state of the system is always in the
region

S =

{
(R,F ) ∈ [1,∞)× (0,∞) : ζ((1 + µ+)

−1/2F ) ≤ R ≤ ζ((1− µ−)
−1/2F )

}
and R can only increase/decrease while on the respective boundary curves

γ± = {(R,F ) : R = ζ((1± µ±)
−1F )}.

3. Basic space and time regularity properties of energy solutions

In this section we study energy solutions (E) establishing existence and various
spatial and temporal regularity properties.

In Section 3.1 we recall several results from the literature on inwards and out-
wards minimizers of one-phase functionals. These results, in particular, also apply
to states satisfying the global stability condition of energy solutions (E).

In Section 3.2 we show BV time regularity of energy solutions using a typical
Grönwall argument via the energy dissipation inequality, see Lemma 3.7. With
this regularity we can also establish that the energy dissipation balance holds with
equality, see Lemma 3.10.

Finally in Section 3.3 we establish the main temporal regularity result of the
section, Proposition 3.16. Abstract theory of bounded variation maps from [0, T ]
into a metric space shows that u(t) has left and right limits uℓ(t) and ur(t) at every
time. Then we use the monotonicity structure of the problem to show that the lower
and upper-semicontinuous envelopes of an energy solution are exactly uℓ(t)∧ ur(t)
and uℓ(t) ∨ ur(t) and these are energy solutions as well. This is independently
interesting, elucidating the structure of the jump discontinuities, and it also plays
a key role in establishing the dynamic slope condition in Section 4.

3.1. Inwards and outwards minimality and spatial regularity. Let Λ be an
open region that contains Rd \ U . In this section we will discuss the regularity of
minimizers of the dissipation augmented energy, defined above in (1.3),

E(Λ, u) := J (u) + Diss(Λ,Ω(u)).

We will also abuse notation to write E(v, u) = E(Ω(v), u) when v is another non-
negative function on Rn.

Note that if u is an energy solution on [0, T ], from the global stability property
at each time u(t) is a minimizer for E(u(t), ·).
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It is convenient to make a connection with the notions of inwards and outwards
minimality for the Bernoulli functional J . First of all we introduce the notation
for Q > 0 and an open region U ⊂ Rd

JQ(u) :=

ˆ
U

|∇u|2 +Q1{u>0} dx.

We have written and will continue to write J = J1 abusing notation.
Next we introduce the notions of inwards and outwards minimizers. These no-

tions have appeared in the literature before, for example see the book [19] for further
references.

Definition 3.1. u ∈ H1(U) is an outward (resp. inward) minimizer of JQ(·;U) if
(1) The set Ω(u) = {u > 0} is open and u is harmonic in Ω(u).
(2) For any v ∈ u+H1

0 (U) with v ≥ u (resp. v ≤ u)
JQ(u) ≤ JQ(v).

Minimizers of E(Λ, ·) have a natural inward/outward J1±µ± minimality property.

Lemma 3.2. Let Λ be an open set that contains Rd \U . Suppose that u is a global
minimizer of

J (v) + Diss(Λ,Ω(v)) over v ∈ u+H1
0 (U).

Then u is an outwards minimizer for J1+µ+ and an inwards minimizer for J1−µ− .
Furthermore if Br lies outside of Λ then u minimizes J1+µ+ in Br, and if Br ⊂ Λ
then u minimizes J1−µ− in Br.

Proof. Suppose v ∈ u+H1
0 (U) with v ≥ u. Then {v > 0} ⊃ {u > 0}, so

(3.1) |Λ \ Ω(u)| ≥ |Λ \ Ω(v)| and |Ω(u) ∩ Λ| ≤ |Ω(v) ∩ Λ|.

We can apply (3.1) along with the minimality property of u to obtain
J1+µ+(u) = J1(u) + µ+|Ω(u)|

= J1(u) + µ+|Ω(u) \ Λ|+ µ+|Ω(u) ∩ Λ|
= J1(u) + Diss(Λ,Ω(u))− µ−|Λ \ Ω(u)|+ µ+|Ω(u) ∩ Λ|
≤ J1(v) + Diss(Λ,Ω(v))− µ−|Λ \ Ω(v)|+ µ+|Ω(v) ∩ Λ|
= J1+µ+(v).

Lastly note that if v = u outside of Br ⊂ Rd \ Λ then (3.1) holds with equalities.
Symmetrical computations give the (inwards) minimality property for J1−µ− .

□

3.1.1. Viscosity solution properties of inward / outward minimizers. The notions
of inwards and outwards minimizers are reminiscent of viscosity sub and superso-
lutions. Indeed there is a direct correspondence between the two notions.

Lemma 3.3. Suppose that S > 0 and u is an inwards minimizer of JS in a domain
U . Then in the viscosity sense

|∇u|2 ≥ Q on ∂{u > 0} ∩ U.

Similarly, if u is an outwards minimizer of JS then in the viscosity sense
|∇u|2 ≤ Q on ∂{u > 0} ∩ U.
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In general the implication cannot go the other way: there are viscosity solutions,
i.e. stationary points of the energy, which are not energy minimizers.

It is well known that such inwards and outwards minimality properties imply
the corresponding viscosity solution conditions, see for example [19, Proposition
7.1]. We present a proof anyway since we will use similar, but more involved,
computations in the proof of Theorem 4.3.

Before proceeding with the proof let us write down a corollary of Lemma 3.2 and
Lemma 3.3 for energy solutions.

Corollary 3.4 (Stability implies slope in pinning interval). Suppose that u is an
energy solution on [0, T ], then for each time u(t) is a viscosity solution of

1− µ− ≤ |∇u(t)|2 ≤ 1 + µ+ on ∂{u(t) > 0} ∩ U.

Thus energy solutions satisfy the stability condition (1.4).

Proof of Lemma 3.3. (Subsolution) Suppose that a smooth test function φ touches
u from above in Ω(u) strictly at x0 ∈ ∂Ω(u) with p := ∇φ(x0) 6= 0 and ∆φ(x0) < 0.
Let δ > 0 and consider the comparison function

uδ(x) := u(x) ∧ (φ(x)− δ)+.

Since the touching is strict {u > 0} \ {uδ > 0} is contained in a ball of radius oδ(1)
around x0 as δ → 0. In particular we can assume that δ is small enough so that φ
is superharmonic in {uδ < u}. By the inwards minimality of u

JQ(u) ≤ JQ(uδ).

Now note that uδ extends to a superharmonic function in {u > 0} by

ūδ(x) :=

{
uδ(x) x ∈ Ω(uδ)

φ(x)− δ x ∈ Ω(u) \ Ω(uδ).

So we can apply Lemma A.1, formula (A.2), and we find

JQ(u)− JQ(uδ) ≥
ˆ
{u>0}\{uδ>0}

Q− |∇φ(x)|2 dx

≥ [(Q− |p|2)− oδ(1)]|{u > 0} \ {uδ > 0}|.

Combining the previous
[(Q− |p|2)− oδ(1)]|{u > 0} \ {uδ > 0}| ≤ 0

so dividing through by |{u > 0} \ {uδ > 0}| > 0 and taking δ → 0 we find
Q ≤ |p|2.

(Supersolution) Suppose that a smooth test function φ touches u from below
strictly at x0 ∈ ∂Ω(u) with p := ∇φ(x0) 6= 0 and ∆φ(x0) > 0. Let δ > 0 and
consider the comparison function

uδ(x) = u(x) ∨ (φ(x) + δ).

Since the touching is strict {uδ > u} is contained in a ball of radius oδ(1) around
x0 as δ → 0. In particular we can assume that δ is small enough so that ∆uδ ≥ 0.
By the outwards minimality property of u

JS(u) ≤ JS(uδ).
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Applying Lemma A.1 (note uδ not harmonic in {uδ > 0} but in general subhar-
monic) we find

JS(u)− JS(uδ) ≥
ˆ
{uδ>0}\{u>0}

|∇uδ|2 −Q dx

=

ˆ
{uδ>0}\{u>0}

|∇φ(x)|2 −Q dx

≥ [(|p|2 −Q)− oδ(1)]|{uδ > 0} \ {u > 0}|.
Combining the previous

[(|p|2 −Q)− oδ(1)]|{uδ > 0} \ {u > 0}| ≤ 0

so dividing through by |{uδ > 0} \ {u > 0}| > 0 and taking δ → 0 we find
|p|2 ≤ Q.

□

3.1.2. Regularity properties of inward / outward minimizers. Next we collect several
basic regularity results of JQ inwards / outwards minimizers.

Lemma 3.5. (i) (Lipschitz estimate) There is C(d) ≥ 1 so that for any vis-
cosity solution u of

∆u = 0 in Ω(u) ∩B2 and |∇u|2 ≤ Q on ∂Ω(u) ∩B2

we have
‖∇u‖L∞(B1) ≤ C(

√
Q+ ‖∇u‖L2(B2)).

In particular this holds for outward minimizers of JQ in B2 by Lemma 3.3.
(ii) (Non-degeneracy) There is c(d,Q) > 0 so that if u ∈ H1(U) is an inward

minimizer of JQ in U , then
sup
Br(x)

u ≥ cr for any x ∈ ∂{u > 0} and Br(x) ⊂ U.

(iii) (Density estimates) For Q1 ≤ Q2, there is c(d,Q1, Q2) > 0 so that if u is
an inward minimizer of JQ1 and an outward minimizer of JQ2 in U then

c ≤ |Ω(u) ∩Br(x)|
|Br|

≤ 1− c for any x ∈ ∂Ω(u) with Br(x) ⊂ U.

(iv) (Perimeter estimate) There is C(d) > 0 such that if u is an inward mini-
mizer of JS in B2 then

Per(Ω(u);B1) ≤ C
√
Q(1 + ‖∇u‖L2(B2)).

(v) (Hausdorff dimension) If u satisfies the conclusions of (iii) and perimeter
estimate (iv) in B2 then

Hd−1(∂Ω(u) ∩B1) ≤ C(1 + ‖∇u‖L2(B2))

where C depends on the constants in (iii) and (iv).

Proof. See the books [2, 19] for presentations of the proofs and citations for their
original appearances in the literature, Lipschitz continuity of viscosity solutions is
in [2, Lemma 11.19], non-degeneracy is in [19, Lemma 4.4], density estimates are in
[19, Lemma 5.1], perimeter estimates are in [19, Lemma 5.6], Hausdorff dimension
estimates in [19, Lemma 5.9]. □
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Remark 3.6. The C1,β regularity of E(u, ·) minimizers is known due to the very
recent result of Ferreri and Velichkov [11] when {u > 0} is C1,α.
3.2. Bounded variation regularity in t. BV regularity in time is typical for
solutions of (global) dissipative evolution problems [15]. Following the standard
argument, we establish the BV in time regularity using a Grönwall type argument
with the energy dissipation inequality.
Lemma 3.7. Suppose u is an energy solution (E) on [0, T ]. Then

1Ω(u(t)) ∈ BV([0, T ];L1(Rd))

and
J (u(t)), P (u(t)) ∈ BV([0, T ];R),

where recall the pressure is P (u(t)) =
´
∂Ω(t)

|∇u|dS =
´
∂U

∂u
∂ndS = F (t)−1

´
|∇u(t)|2 dx.

Before beginning the proofs we make a remark about the definition of energy
solution.
Remark 3.8. Energy solutions will also satisfy an energy dissipation balance con-
dition. Define the total variation of the dissipation distance along a path Λ(t) of
finite measure subsets of Rd

(3.2)

Diss(Λ(·); [s, t]) := sup

{
N∑

k=1

Diss(Λ(tk−1),Λ(tk)) : (tk)
N
k=0 partitions [s, t]

}
.

Then let u(t) be an energy solution on [0, T ], i.e. satisfying the forcing, stability,
and energy dissipation inequality conditions of (E). One can show immediately, by
applying (1.6) on each subinterval of an arbitrary partition of [t0, t1], that

(3.3) J (u(t0))− J (u(t1)) +

ˆ t1

t0

2Ḟ (t)P (t) dt ≥ Diss(u(·); [t0, t1]).

With more work (see Lemma 3.10 later) combining with the stability property one
can also show the identity

(3.4) J (u(t0))− J (u(t1)) +

ˆ t1

t0

2Ḟ (t)P (t) dt = Diss(u(·); [t0, t1]).

In some works, for example [1], the energy dissipation balance (3.4) is used in place
of the energy dissipation inequality (1.6) as part of the definition of energy solution.
This difference of definition is just a matter of preference at least in this problem.
Remark 3.9. It is quite natural, and important for applications, to consider gen-
eral F (t, x) and allow for F to be only BV regular in time. However, this generality
does add serious complications which would significantly lengthen the presentation,
and it is not so relevant to the goals of the present work.
Proof of Lemma 3.7. By the energy dissipation inequality (3.3)
(3.5)

J (u(0))−J (u(t))+

ˆ t

0

2Ḟ (s)P (u(s)) ds ≥ Diss(Ω(u(·)); [0, t]) ≥ µ+∧µ−[1Ω(·)]BV([0,t];L1)

In the remainder of the proof we will denote the Dirichlet energy

D(t) :=

ˆ
Ω(u(t))

|∇u(t, x)|2 dx = F (t)P (u(t)).
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Note that D(t) ≤ J (u(t)) so in particular

D(t) ≤ J (u(0)) +

ˆ t

0

2Ḟ (s)P (u(s)) ds

= J (u(0)) +

ˆ t

0

2
d

ds
(logF )(s)D(s) ds

for all 0 ≤ t ≤ T so by Grönwall

D(t) ≤ J (u(0))
F (t)2

F (0)2
.

Thus P (u(t)) ≤ F (0)−2F (t), and from (3.5) we have

J (u(t)) + µ+ ∧ µ−[1Ω(·)]BV([0,t];L1) ≤ J (u(0))

(
1 +

1

F (0)2

ˆ t

0

2Ḟ (s)F (s) ds

)
= J (u(0))

(
1 +

F (t)2 − F (0)2

F (0)2

)
= J (u(0))

F (t)2

F (0)2
.

To summarize,

(3.6) J (u(t)) + µ+ ∧ µ−[1Ω(·)]BV([0,t];L1) ≤ J (u(0))
F (t)2

F (0)2
.

In particular

(3.7) [1Ω(·)]BV([0,t];L1) ≤
1

µ+ ∧ µ−
J (u(0))

F (t)2

F (0)2
.

This gives the BV in time estimate of 1Ω(t).
Now we turn to the BV estimate of the Dirichlet energy. Focusing on the other

term on the left hand side in (3.6), and using the fact that J (u(t)) = D(t) +
|Ω(u(t))|,

D(t) ≤ F (t)2

F (0)2
D(0) +

F (t)2

F (0)2
|Ω(u(0))| − |Ω(u(t))|

or rearranging this

D(t)−D(0) ≤ D(0)

F (0)2
(F (t)2 − F (0)2) +

1

F (0)2
(F (t)2 − F (0)2)|Ω(u(0))|

+ |Ω(u(t))∆Ω(u(0))|

=
J (u(0))

F (0)2
(F (t)2 − F (0)2) + |Ω(u(t))∆Ω(u(0))|.(3.8)

Global stability implies a bound in the other direction

J (u(0)) ≤ J

(
F (0)

F (t)
u(t)

)
+ µ+ ∨ µ−|Ω(u(0))∆Ω(u(t))|,

which expands out as

D(0) + |Ω(u(0))| ≤ F (0)2

F (t)2
D(t) + |Ω(u(t))|+ µ+ ∨ µ−|Ω(u(0))∆Ω(u(t))|,
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which we can use to find

(3.9) D(0)−D(t) ≤ D(t)

F (t)2
(F (0)2 − F (t)2) + (1 + µ+ ∨ µ−)|Ω(u(0))∆Ω(u(t))|.

Since 0 and t can be replaced by arbitrary t0 < t1 ∈ [0, T ], for any partition of
[0, T ] we can apply (3.9) and (3.8) together to find:∑

j

|D(tj+1)−D(tj)| ≤
∑
j

[
max

{
J (u(tj))

F (tj)2
,
J (u(tj+1))

F (tj+1)2

} ∣∣F (tj+1)
2 − F (tj)

2
∣∣

+ (1 + µ+ ∨ µ−)|Ω(u(tj+1))∆Ω(u(tj))|.

Applying (3.6) again for F (t)−2J (u(t)) ≤ F (0)−2J (u(0)), we obtain that∑
j

|D(tj+1)−D(tj)| ≤
J (u(0))

F (0)2
[F 2]BV([0,T ]) + (1 + µ+ ∨ µ−)[1Ω(·)]BV([0,T ];L1).

Thus we conclude that D(t) ∈ BV ([0, T ]) with the estimate, applying (3.7),

[D]BV ([0,T ]) ≤
[
[F 2]BV([0,T ]) +

1 + µ+ ∨ µ−

µ+ ∧ µ−
F (t)2

]
J (u(0))

F (0)2
.

Finally since J (u(t)) = D(t) + |Ω(u(t))| and both terms on the right are in
BV ([0, T ]) then so is J (u(t)). Similarly P (u(t)) = F (t)−1D(t) is in BV ([0, T ])
since F (t) is bounded from below. □

From these regularity properties we can establish that the stability and energy
dissipation inequality properties of energy solutions force the energy dissipation
equality.

Lemma 3.10 (Energy dissipation equality). If u is an energy solution on [0, T ]
then for all s ≤ t in [0, T ]

J (u(s))− J (u(t)) +

ˆ t

s

2Ḟ (τ)P (u(τ)) dτ = Diss(Ω(u(·)); [s, t]).

Proof. We need to establish the upper bound to complement (1.6). This will follow
from the time regularity and the global stability property. We may take s = 0 and
t = T . Let ε > 0. By the continuity of logF (t), we can choose a (finite) partition
0 = t0 < t1 < · · · < tN = T of [0, T ] such that

(3.10) sup
j
(tj+1 − tj) ≤ ε and sup

t∈[tj ,tj+1]

F (t)

F (tj+1)
≤ 1 + ε.

We write the energy dissipation using a telescoping sum

(3.11) J (u(0))− J (u(T )) =

N−1∑
j=0

[J (u(tj))− J (u(tj+1))].

Applying the global stability condition for u(tj),

J (u(tj))− J (u(tj+1)) ≤ J
(

F (tj)
F (tj+1)

u(tj+1)
)
+ Diss(Ω(tj),Ω(tj+1))− J (u(tj+1))

= Diss(Ω(tj),Ω(tj+1)) + (
F (tj)

2

F (tj+1)2
− 1)D(u(tj+1))︸ ︷︷ ︸

:=A
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Now from the fact that D(u(t)) = F (t)P (u(t)),

A =
F (tj)

2 − F (tj+1)
2

F (tj+1)
P (u(tj+1)) =

ˆ tj+1

tj

2
F (t)

F (tj+1)
Ḟ (t)P (u(tj+1)) dt.

From (3.10) we have

A =

ˆ tj+1

tj

2
F (t)

F (tj+1)
Ḟ (t)P (u(tj+1)) dt

≤
ˆ tj+1

tj

2
F (t)

F (tj+1)
Ḟ (t)P (u(t)) dt+ 2(1 + ε)‖Ḟ‖∞[P (u(·))]BV((tj ,tj+1])

(tj+1 − tj)

≤ (1 + ε)

ˆ tj+1

tj

2Ḟ (t)P (u(t)) dt+ 2(1 + ε)ε‖Ḟ‖∞[P (u(·))]BV((tj ,tj+1])

Combining the previous estimates into (3.11) we find

J (u(0))− J (u(T )) ≤ (1 + ε)

ˆ T

0

2Ḟ (t)P (u(t)) dt+

N−1∑
j=0

Diss(Ω(tj),Ω(tj+1))

+

N−1∑
j=0

2(1 + ε)ε‖Ḟ‖∞[P (u(·))]BV((tj ,tj+1])

≤ Diss(Ω(u(·)); (0, T )) + (1 + ε)

ˆ T

0

2Ḟ (t)P (u(t)) dt

+ 2(1 + ε)ε‖Ḟ‖∞[P (u(·))]BV((0,T ]).

Since ε > 0 was arbitrary we get the result. □

3.3. Left and right limits and monotonicity of jumps. The BV time regu-
larity of 1Ω(u(t)) allows us to establish further temporal left and right continuity
properties of the evolution at every time. Recall the dissipation augmented energy
functional (1.3),

E(Λ, u) := J (u) + Diss(Λ,Ω(u)).
First we discuss a monotonicity property for minimizers of E .

3.3.1. No crossing property of E minimizers. The next lemma shows that mini-
mizers of the dissipation distance augmented energy E , defined in (1.3), satisfy a
certain ordering property.

Suppose that u1 and u2 are arbitrary H1(U) functions. Note that
J (u1 ∨ u2) + J (u1 ∧ u2) = J (u1) + J (u2)

and
Diss(Λ,Ω(u1 ∨ u2)) + Diss(Λ,Ω(u1 ∧ u2)) = Diss(Λ,Ω(u1)) + Diss(Λ,Ω(u2)).

Combining the previous two equations yields
(3.12) E(Λ, u1 ∨ u2) + E(Λ, u1 ∧ u2) = E(Λ, u1) + E(Λ, u2).
It is standard to derive from this additivity property that the pointwise minimum
and maximum of two minimizers with the same Dirichlet condition are energy
minimizers as well. Adding in the strong maximum principle for harmonic functions
we can show an ordering property of the collection of energy minimizers, again this
is a sufficiently standard idea that we do not have a particular original reference.
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Lemma 3.11 (No crossing). Let Λ be an open set containing Rd \U . If u1 and u2
both minimize E(Λ, ·) with respect to H1

0 (U) perturbations and u1 − u2 ∈ H1
0 (U).

Then u1 ∧ u2 and u1 ∨ u2 are also minimizers and u1 and u2 are ordered in each
connected component of Ω(u1) ∪ Ω(u2) = Ω(u1 ∨ u2).

Remark 3.12. To be clear the ordering between u1 and u2 may differ in the
different connected components of Ω(u1) ∪ Ω(u2). For example, given two ordered
minimizers the same scenario can be repeated far away with the reverse ordering
to create unordered minimizers.

Proof of Lemma 3.11. Recalling (3.12) we have

E(Λ, u1 ∨ u2) + E(Λ, u1 ∧ u2) = E(Λ, u1) + E(Λ, u2).

On the other hand, since u1 = u2 on ∂U in the trace sense, also u1 ∧ u2, u1 ∨ u2 =
u1 = u2 on ∂U in the trace sense. So, from the minimizer assumption on u1 and
u2, we conclude that all four terms in the above equality must be equal. Thus
u1, u2, u1 ∧ u2, and u1 ∨ u2 are all minimizers of E(Λ, ·) over the admissible class.
In particular each one is harmonic in its positivity set. By unique continuation
for harmonic functions this means that u1 and u2 are ordered in each connected
component of U ∩ {u1 ∨ u2 > 0}. Note that by harmonicity again if u1 6= u2 in
a given connected component of U ∩ {u1 ∨ u2 > 0} then the ordering is strict in
it. □

3.3.2. Abstract left-right limits. Next we discuss some general facts about bounded
variation maps on intervals of the line R. Suppose (Y, dY ) is a complete metric
space.

Definition 3.13. Say f : [a, b] → Y is a bounded variation map if

[f ]BV([a,b];Y ) := sup
a=t0≤t1≤···≤tN+1=b

N∑
j=0

d(f(tj+1), f(tj)) < +∞.

On open or half open intervals define

[f ]BV([a,b);Y ) := lim
b′↗b

[f ]BV([a,b′];Y ),

or similar for (a, b] and (a, b). The limit exists by monotonicity.

Definition 3.14. Let f : [a, b] → Y . For each t ∈ [a, b], if the limits exist define
the left limit fℓ(t) at t ∈ (a, b]

fℓ(t) := lim
s→t−

f(s)

and the right limit fr(t) at t ∈ [a, b)

fr(t) := lim
s→t+

f(s).

Lemma 3.15. Let (Y, d) be a complete metric space and f be a bounded variation
map [a, b] → Y . Then f has left (resp. right) limit at each t ∈ (a, b] (resp. [a, b))
and f has at most countably many jump discontinuities.

The proof is standard, but we give a sketch for convenience.
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Proof. For the directional limits note that for any sequence sj ↗ t ∈ (a, b]∑
j

dY (f(sj), f(sj+1)) ≤ [f ]BV([a,b];Y ) < +∞

and so f(sj) is Cauchy in Y . The limits must agree on different approaching se-
quences by a typical interlacement argument with pairs of sequences. A symmetric
argument produces the right limits.

Now, first arguing for any finite set T of times, and then taking the supremum
over all finite sets ∑

t∈[a,b]

dY (fℓ(t), fr(t)) ≤ [f ]BV([a,b];Y ).

In particular fℓ(t) = fr(t) except for at most countably many times.
□

3.3.3. Characterization of the upper and lower semicontinuous envelopes for energy
solutions. Lemma 3.15 and Lemma 3.7 together yield the existence of left and
right limits of Ω(u(t)), J (u(t)), and P (u(t)) at all times. Our next result says that
u(t) also has left and right limits in the uniform metric, even though we do not
necessarily establish that t → u(t) is a BV in time map into Cc(Rd). The left and
right limits of all the previous quantities are consistent, i.e. (P ◦ u)ℓ(t) = P (uℓ(t))
etc. Furthermore the left and right limits of u(t) satisfy certain global minimality
properties for the energy plus dissipation distance.

The special structure of the problem comes in when we prove certain monotonic-
ity properties of all the jumps, namely properties (iii)-(iv) below. This allows us
to make a simple classification of the upper and lower semicontinuous envelopes of
energy solutions, showing that they are energy solutions themselves. This simple
jump structure will be very useful in Section 4, where we prove a certain weak ver-
sion of the dynamic slope condition, and make the following proposition a central
result of this section.

Semicontinuous envelopes are typically important in studying the geometric
properties of interface evolution problems. The fact that these envelopes are them-
selves energy solutions is extremely useful to us in Section 4.

In service of analyzing the properties of energy solutions at jump times and
simplifying repetitive notations let us introduce the set
(3.13) U(t) = {uℓ(t), u(t), ur(t), uℓ(t) ∧ ur(t), uℓ(t) ∨ ur(t)}

which is a kind of multi-valued version of u(t) indexing the values taken by u(t)
“near” time t as well as the upper and lower envelopes. The set U(t) comes with a
natural partial order induced by the time variable. Since uℓ(t) is the limit from the
left of u(t) it is “before” all the other elements of U(t), and since ur(t) is the limit
from the right it is “after” all the other elements of u(t). Specifically we define the
partial order
(3.14) uℓ(t) ⊴ u(t), uℓ(t) ∧ ur(t), uℓ(t) ∨ ur(t) ⊴ ur(t).

To be clear this partial ordering is purely related to the “time” of the elements of
U(t) and is not related to the spatial ordering between the different elements of
U(t).

The core step in the following proposition is part (ii). Essentially we show that
every element of U(t) is a valid intermediate state for the evolution at time t. More
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specifically, the energy dissipation relation is still satisfied as long as the system
jumps from uℓ(t) to any element of U(t) and then to ur(t).

Proposition 3.16. Suppose u is an energy solution on [0, T ] then:
(i) (Left and right limits exist and are consistent) At every t ∈ [0, T ], u(t),

J (u(t)), P (u(t), and Ω(u(t)) have left and right limits and

(3.15) lims→ℓ/rt Ω(u(t)) = Ω(uℓ/r(t)), lims→ℓ/rt J (u(t)) = J (uℓ/r(t)),
and lims→ℓ/rt P (u(t)) = P (uℓ/r(t))

(ii) (Jumps minimize energy plus dissipation) At every t ∈ [0, T ] for any v, w ∈
U(t) (from (3.13)), with v ⊴ w (from (3.14))

w minimizes E(v, ·) over F (t) +H1
0 (U).

Note that in particular this implies all v ∈ U(t) are globally stable since
v ⊴ v.

(iii) (Jumps are monotone per component) At every t ∈ [0, T ]

uℓ(t) ∧ ur(t) ≤ u(t) ≤ uℓ(t) ∨ ur(t).
In particular at each t ∈ [0, T ] the upper semicontinuous and lower semi-
continuous envelopes are u∗(t) = ur(t) ∨ uℓ(t) and u∗(t) = ur(t) ∧ uℓ(t).

(iv) (Re-definition at jumps) Suppose that v : [0, T ] × Rd → R satisfies the
property:

for each t ∈ [0, T ] v(t) ∈ U(t) (from (3.13)).
Then v(t) is also an energy solution on [0, T ]. In particular the upper and
lower semicontinuous envelopes u∗(t) and u∗(t) are also energy solutions.

Besides the independent interest in understanding the time regularity properties
of energetic solutions, this result plays a key role in establishing the validity of the
free boundary motion law in Theorem 4.3.

Remark 3.17. Part (iii) does allow the possibility that the free boundaries ∂Ω(uℓ(t))
and ∂Ω(ur(t)) are distinct and monotonically ordered but touch in some nontrivial
region. This is possible to occur: for example consider a small ball and a large
ball merging with a large pinning interval. This would allow a portion of the free
boundary opposite the “contacting area” to stay fixed as depicted in the simula-
tion [9, Fig. 2]. In other words, although strong maximum principle holds for the
solutions, it does not hold for the free boundaries.

Remark 3.18. From Lemma 3.11 and (iii) in each connected component Λ of
U ∩ {u∗(t) > 0} we have {u∗(t, ·)|Λ, u∗(t, ·)|Λ} = {ur(t)|Λ, uℓ(t)|Λ}.

Remark 3.19. v(t) as in (iv) is always measurable since v(t) = u(t) except at
countably many times.

Proof of Proposition 3.16. Part (i). By Lemma 3.7 the map
t 7→ (1Ω(u(t)),J (u(t)), P (u(t))) is in BV ([0, T ];L1(Rd)× R× R)

and so by Lemma 3.15 the map has left and right limits in L1(Rd)×R×R at each
t ∈ [0, T ].

Call Ωℓ(t0) to be the set obtained by the L1 left limit of Ω(u(t)) at t0. Let
tn ↗ t0. By uniform Lipschitz continuity of u(tn) there is a subsequence con-
verging uniformly to some u∞ which satisfies u∞ = F (t0) on ∂U . By uniform
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non-degeneracy of the u(t) we must have Ω(u∞) = Ωℓ(t0). This specifies that u∞
is the unique solution of
(3.16)
∆u∞ = 0 in Ωℓ(t0) ∩ U with u∞ = 0 on ∂Ωℓ(t0) and u∞ = F (t0) on ∂U.

Since the original sequence tn ↗ t0 was arbitrary we find that u(t) → u∞ uniformly
as tn ↗ t0. The argument is the same for right limits.

Thus u(t) has left and right limits uℓ/r(t) in the uniform metric at each time
t ∈ [0, T ]. Next we need to show the consistency properties (3.15). We already
showed that lims→ℓ/rt Ω(u(t)) = Ω(uℓ/r(t)) using uniform non-degeneracy in the
previous paragraph. Recalling that P (u(t)) = F (t)−1D(u(t)), to conclude we just
need to check the consistency of limits for the Dirichlet energy D(u(t))

(3.17) lim
s→ℓ/rt

ˆ
U

|∇u(t)|2 dx =

ˆ
U

|∇uℓ/r(t)|2 dx.

We claim that ∇u(s) converges locally uniformly on Ω(uℓ/r(t)) to ∇uℓ/r(t) as s↗ t
(resp. s ↘ t). Along with the uniform boundedness of ∇u(t) the dominated
convergence theorem gives (3.17).

As usual we handle the left limit case and the right limit case is similar. Let
K be a compact subset of Ω(uℓ(t)). By the uniform convergence u(s) → uℓ(t) as
s↗ t and by uniform non-degeneracy

inf
K
u(s) ≥ cd(K,Ω(uℓ(t))

∁)

and so by uniform Lipschitz continuity
d(K,Ω(u(s))∁) ≥ cd(K,Ω(uℓ(t))

∁)

for s < t sufficiently close to t. Thus the ∇u(s) are uniformly bounded and uni-
formly continuous on K for s < t sufficiently close to t. Typical arbitrary subse-
quence arguments show that ∇u(s) converges uniformly on K to ∇uℓ(t) as s↗ t.

Part (ii). We introduce the extraneous notation u0(t) = u(t) in order to prove
minimizer properties for uℓ/u0/ur at once.

First we check that each of uℓ/0/r(t) minimize their own respective E(Ω(uℓ/0/r(t)), ·)
over F (t) +H1

0 (U). For u0(t) this is just the global stability property of an energy
solution. For uℓ(t), by the global stability property for any t− < t we know

J (u(t−)) ≤ J

(
F (t−)

F (t)
v

)
+ Diss(u(t−), v) for all v ∈ F (t) +H1

0 (U).

Taking the limit as t− ↗ t, using time continuity of F , and applying part (i)
J (uℓ(t)) ≤ J (v) + Diss(uℓ(t), v) for all v ∈ F (t) +H1

0 (U).

The proof that ur(t) minimizes E(ur(t), ·) is similar, applying global stability of
u(t+) and taking a limit t+ ↘ t.

Next we check that u0/r minimize E(uℓ(t), ·) over F (t) + H1
0 (U). Apply the

dissipation relation with times t− ≤ t ≤ t+

J (u(t−)) +

ˆ t+

t−

2Ḟ (s)P (s) ds ≥ Diss(u(t−), u(t+)) + J (u(t+)).

Taking the limit as t− ↗ t and t+ ↘ t and using the left/right continuity of J (u(·))
and Ω(·) established in part (i)

J (uℓ(t)) ≥ J (ur(t)) + Diss(uℓ(t), ur(t))
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or in the case t+ = t and t− ↗ t

J (uℓ(t)) ≥ J (u(t)) + Diss(uℓ(t), u(t))
Since we already established that uℓ(t) is always a minimizer of E(uℓ(t), ·) also
u0/r(t) must be minimizers. Finally in the case t− = t and t+ ↘ t we obtain
similarly

J (u(t)) ≥ J (ur(t)) + Diss(u(t), ur(t))
which gives that ur(t) minimizes E(u(t), ·).

Lastly we consider uℓ(t)∧ur(t) and uℓ(t)∨ur(t). Since t is fixed for the remainder
of this part of the proof we will write uℓ = uℓ(t) and ur = ur(t) to simplify
expressions.

First of all, since uℓ and ur minimize E(uℓ, ·) over F (t) + H1
0 (U), so also, by

(3.12), uℓ ∧ ur and uℓ ∨ ur both minimize E(uℓ, ·) over F (t) +H1
0 (U).

Then for any v ∈ F (t) +H1
0 (U)

E(uℓ, uℓ ∧ ur) ≤ E(uℓ, v)
or

J (uℓ ∧ ur) ≤ J (v) + Diss(uℓ, v)−Diss(uℓ, uℓ ∧ ur)
≤ J (v) + Diss(uℓ ∧ ur, v)
= E(uℓ ∧ ur, v)

by the dissipation distance triangle inequality Lemma A.2 for the last inequality.
Thus uℓ ∧ ur is globally stable. A similar argument applies to uℓ ∨ ur.

Finally we need to argue that
ur minimizes E(uℓ ∧ ur, ·) and E(uℓ ∨ ur, ·) over F (t) +H1

0 (U).
We just argue for E(uℓ ∧ ur, ·), the other case is similar,
E(uℓ ∧ ur, v) = E(uℓ, v) + Diss(uℓ ∧ ur, v)− Diss(uℓ, v)

≥ E(uℓ, ur) + Diss(uℓ ∧ ur, v)− Diss(uℓ, v)
= J (ur) + Diss(uℓ, ur) + Diss(uℓ ∧ ur, v)− Diss(uℓ, v)
= J (ur) + Diss(uℓ ∧ ur, v) + Diss(v, ur)

+ [Diss(uℓ, ur)−Diss(uℓ, v)−Diss(v, ur)]

= J (ur) + Diss(uℓ ∧ ur, ur)
+ (µ− + µ+)[|Ω(v) \ Ω((uℓ ∧ ur) ∨ ur)|+ |Ω((uℓ ∧ ur) ∧ ur) \ Ω(v)|]
− (µ− + µ+)[|Ω(v) \ Ω(uℓ ∨ ur)|+ |Ω(uℓ ∧ ur) \ Ω(v)|]

= E(uℓ ∧ ur, ur).
where we have used that ur minimizes E(uℓ, ·), then the sharp triangle inequality
Lemma A.2, and finally that (uℓ ∧ ur) ∧ ur = uℓ ∧ ur and (uℓ ∧ ur) ∨ ur = uℓ ∨ ur.

Part (iii). Since t is fixed in this part of the proof we write uℓ/0/r(t) = uℓ/0/r
dropping the t dependence. By global stability and part (ii) respectively we know
that uℓ and ur both minimize E(uℓ, ·). Furthermore Lemma 3.11 yields that uℓ and
ur are ordered in each connected component of Ω(uℓ ∨ ur).

Next we show that uℓ ∧ ur ≤ u ≤ uℓ ∨ ur. We use the multiple minimizations
in part (ii) to show an “equality in triangle inequality” which implies that u must
be in between uℓ and ur. Intuitively speaking an intermediate jump which crosses
either uℓ or ur would just incur extra dissipation cost to return to ur.
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We compute using part (ii)

J (ur) + Diss(uℓ, ur) = J (u) + Diss(uℓ, u)
= J (ur) + Diss(u, ur) + Diss(uℓ, u).

More specifically the first equality is since ur and u both minimize E(uℓ, ·), the
second equality is since u and ur both minimize E(u, ·). Simplifying we find the
equality

(3.18) Diss(uℓ, u) + Diss(u, ur)− Diss(uℓ, ur) = 0.

By the sharp triangle inequality Lemma A.2

Diss(uℓ, u)+Diss(u, ur)−Diss(uℓ, ur) = (µ−+µ+)

[
|Ω(uℓ∧ur)\Ω(u)|+|Ω(u)\Ω(uℓ∨ur)|

]
.

Together with (3.18), the above equality shows that Ω(uℓ∧ur) ⊂ Ω(u) ⊂ Ω(uℓ∨ur).
Since uℓ∧ur, u, and uℓ∨ur are harmonic in their respective positivity sets by Lemma
3.11, then the previous set ordering and maximum principle implies uℓ ∧ ur ≤ u ≤
uℓ ∨ ur.

Part (iv). Since uℓ(t) = ur(t) = u(t) = F (t) on ∂U the boundary condition is
satisfied by v(t). By (ii) any v(t) ∈ U(t) is globally stable.

Finally we need to check the dissipation relation (1.6) for v. We do this in
two steps, the dissipation on the open interval (t0, t1) plus the dissipation at the
endpoints.

Fix t0 < t1 and we claim that

(3.19) J (ur(t0))− J (uℓ(t1)) +

ˆ t1

t0

2Ḟ (s)P (s) ds ≥ Diss(ur(t0), uℓ(t1))

To prove this apply the dissipation relation for u(t) with sequences t0,k and t1,k
with t0,k ↘ t0 and t1,k ↗ t1

J (u(t0,k))− J (u(t1,k)) +

ˆ t1,k

t0,k

2Ḟ (s)P (s) ds ≥ Diss(u(t0,k), u(t1,k)).

Sending k → ∞ and using the continuities from (i) shows (3.19).
Now consider the endpoint dissipations, by (ii),

J (ur(t0))+Diss(v(t0), ur(t0)) = J (v(t0)) and J (v(t1))+Diss(uℓ(t1), v(t1)) = J (uℓ(t1))

since every v(t0) ⊴ ur(t0) for every v(t0) ∈ U(t0) and uℓ(t1) ⊴ v(t1) for every
v(t1) ∈ U(t1) in the temporal partial ordering (defined in (3.14)).

Adding these to (3.19) gives

J (v(t0))− J (v(t1)) +

ˆ t1

t0

2Ḟ (s)P (s) ds

≥ Diss(v(t0), ur(t0)) + Diss(ur(t0), uℓ(t1)) + Diss(uℓ(t1), v(t1))

≥ Diss(v(t0), v(t1))

by applying the triangle inequality Lemma A.2 in the last step. This completes the
proof. □



ON THE GEOMETRY OF RATE-INDEPENDENT DROPLET EVOLUTION 23

t = t0

t
Ω

|x− x0| ≤ c(t0 − t)

t = t0

t
Ω

|x− x0| ≤ c(t0 − t)

Figure 4. Left: velocity c cone touches Ω(t) from the outside
at (t0, x0), interpreted as Vn(t0, x0) ≥ c. Right: velocity c cone
touches Ω(t) from the inside at (t0, x0), interpreted as Vn(t0, x0) ≤
−c.

4. The dynamic slope condition for energy solutions

In this section we show that the energy dissipation balance law implies a weak
notion of the dynamic slope condition (1.5)

|∇u|2 = 1± µ± if ± Vn(t, x) > 0.

Recall that Vn(t, x) is the outward normal velocity of Ω(u(t)) at x ∈ ∂Ω(u(t)).
Recall by Proposition 3.16 part (iv) if u is an arbitrary energy solution on U ×

[0, T ] then the envelopes u∗ and u∗ are also energy solutions and have a simple
representation in terms of the left and right limits at each time u∗(t) = uℓ(t)∧ur(t)
and u∗(t) = uℓ(t) ∨ ur(t).

The main theorem of this section is that if u(t) is an energy solution then u∗(t)
and u∗(t) satisfy the dynamic slope condition (up to sets of surface measure zero)
in the sub- and supersolution sense respectively.

For the statement we will use the notions of positive and negative velocity based
on inner and outer touching space-time cones and the notions of sub and superdif-
ferential, see Figure 4. This notion of viscosity solutions is stronger than the usual
comparison definition of level set velocity, since we test more free boundary points
that have weaker space-time regularity. Nonetheless, in the rate-independent evo-
lution the time variable mostly plays a role of a parameter and so it seems natural
to test space and time directions differently. See the companion paper [9] where
we proved a comparison principle and regularity results using this notion.

Definition 4.1. Given a time varying family of domains Ω(t) we write for some
x0 ∈ ∂Ω(t0)

Vn(t0, x0) > 0 (resp. Vn(t0, x0) < 0)

if there are η > 0 and r0 > 0 such that

(4.1) {x : |x− x0| ≤ η(t0 − t)} ⊂ Ω(t)∁ (resp. Ω(t)) for t0 − r0 ≤ t < t0.

See Figure 4.

Definition 4.2. Given a non-negative continuous function u on U , for each x0 ∈
∂Ω(u) ∩ U define

D+u(x0) =
{
p ∈ Rd : u(x) ≤ p · (x− x0) + o(|x− x0|) in Ω(u)

}
and

D−u(x0) =
{
p ∈ Rd : u(x) ≥ p · (x− x0)− o(|x− x0|)

}
.
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Theorem 4.3. Suppose that u is an upper semicontinuous energy solution (E) on
U × [0, T ]. Then for every t ∈ (0, T ] the set of points where the outward motion law
fails

Γ+(u, t) := {x ∈ ∂Ω(t) : Vn(t, x) > 0, |p|2 < 1 + µ+ for some p ∈ D+u(t, x)}

has Hd−1 measure zero.
Similarly, if u is a lower semicontinuous energy solution (E) on U × [0, T ], then

for every t ∈ (0, T ] the set of points where the inward motion law fails

Γ−(u, t) := {x ∈ ∂Ω(t) : Vn(t, x) < 0, |p|2 > 1− µ− for some p ∈ D−u(t, x)}

has Hd−1 measure zero.

We will only prove the result for Γ+. The proof for Γ− is analogous.

Remark 4.4. The sub and superdifferential may both be empty at some free
boundary points. However, for energetic solutions, we can follow standard blow-up
arguments (see [2, Section 3.3]) to show that the sub and super-differential are both
non-trivial Hd−1-a.e. on ∂Ω(u(t)).

Recall that ∂Ω(u(t)) is a finite perimeter set and ∂Ω(u(t)) has finite Hd−1 mea-
sure (Lemma 3.5) for each t > 0. Therefore the reduced boundary ∂∗{u(t) > 0}
has full Hd−1 measure on ∂{u(t) > 0}.

The sub and superdifferentials are both non-trivial at every point of the reduced
boundary. More precisely, at x0 ∈ ∂∗{u > 0} with measure theoretic normal n0
consider the blow-up sequence

ur(x) =
u(x0 + rx)

r

which are uniformly bounded, uniformly non-degenerate, and uniformly Lipschitz.
All subsequential blow up limits (not necessarily unique) must then be viscosity
solutions of

∆v = 0 in {x · n0 > 0} and 1− µ− ≤ |∇v|2 ≤ 1 + µ+ on ∂{x · n0 > 0}.

From this one can conclude that for any (subsequential, locally uniform) blow up
limit

(1− µ−)
1/2(x · n0)+ ≤ v(x) ≤ (1 + µ+)

1/2(n0 · x)+
and this implies that at least

(1 + µ+)
1/2n0 ∈ D+u(x0) and (1− µ−)

1/2n0 ∈ D−u(x0),

i.e. the sub and superdifferential are nontrivial on the measure theoretic reduced
boundary.

Before we proceed to the details let us give a description of the proof, which also
explains why we can only prove the solution condition in an almost everywhere
sense.

We start by presenting the formal argument, valid in the case that everything is
C1 in space and time. Computing the time derivative directly and integrating by
parts

d

dt
J (u(t)) =

ˆ
∂Ω(t)

(1− |∇u|2)Vn dS + 2Ḟ (t)P (t)
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but also differentiating the energy dissipation balance from Lemma 3.10 yields
d

dt
J (u(t)) = 2Ḟ (t)P (t)−

ˆ
∂Ω(t)

µ+(n)(Vn)+ + µ−(n)(Vn)− dS.

Combining the above two identities we find

(4.2)
ˆ
∂Ω(t)

(1 + µ+(n)− |∇u|2)(Vn)+ + (|∇u|2 − 1 + µ−(n))(Vn)− dS = 0.

Both terms in the above integral are non-negative (Corollary 3.4), and so they must
actually be zero pointwise.

Of course we cannot exactly use the formal argument. Even without jumps it is
tricky to justify taking a time derivative. Instead we need to make a similar kind of
energy argument with discrete differences. Furthermore, even if we could justify the
identity (4.2), without continuity of ∇u we could only derive the slope condition in
the surface measure a.e. sense. Recall that we do not know C1 regularity of general
energy solutions. The regularity theory of [9] applies only to viscosity solutions and
we are trying to prove a viscosity solution type property. This is why we can only
achieve the dynamic slope condition in the almost everywhere sense.

Although we do need to deal carefully with the jumps, the situation is actually
better when the free boundary jumps: in this case we can guarantee that slope
condition is satisfied pointwise everywhere.

Corollary 4.5. Let F > 0 and suppose that u ≥ uℓ (or u ≤ uℓ) is a minimizer of

(4.3) E(uℓ, u) = J (u) + Diss(uℓ, u) over F +H1
0 (U).

Then for any x0 ∈ ∂Ω(u) \ Ω(uℓ) (or x0 ∈ ∂Ω(u) ∩ Ω(uℓ))

|p|2 ≥ (1 + µ+) for all p ∈ D+u(x0) (or |p|2 ≤ (1− µ−) for all p ∈ D−u(x0)).

Proof. Apply Lemma 3.2 and Lemma 3.3. □

In order to make the main ideas of the proof of Theorem 4.3 more clear we will
state in a separate lemma the construction of the energy competitor.

First we explain the idea of the energy competitor and then give a precise state-
ment in Lemma 4.6 below. Suppose that the advancing part of the dynamic slope
condition fails at some time t0 on a set of positive Hd−1 measure. Then for times
t−1 = t0 − δ sufficiently close to t0, we can perform an inward perturbation of
u(t0) in the normal direction in a region with measure at least O(δ), and without
crossing u(t−1). This perturbation will also have slope strictly smaller than the
pinning interval endpoint value (1+µ+)

1/2 in the perturbation region. This allows
us to estimate the change in the Dirichlet energy.

Lemma 4.6. Let u be upper semi-continuous on [0, T ], harmonic in Ω(u(t)) at each
time, and satisfying the conclusions of Lemma 3.5 (e.g. u an upper semicontinuous
energy solution).

Suppose for some t0 ∈ (0, T ]

Hd−1

({
x ∈ ∂Ω(t0) : Vn(t0, x) > 0, |p|2 < 1 + µ+ for some p ∈ D+u(t0, x)

})
> 0.

Then there exists c > 0 such that the following holds: for all sufficiently small
δ = t0 − t−1 > 0 there is a function uδ ∈ H1(U) with uδ ≥ 0 and uδ = F (t0) on
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∂U such that

(4.4) Ω(u(t−1)) ⊂ Ω(uδ) ⊂ Ω(u(t0)), |Ω(u(t0)) \ Ω(uδ)| ≥ cδ

and

(4.5)
ˆ
Ω(uδ)

|∇uδ|2 dx−
ˆ
Ω(t0)

|∇u(t0)|2 dx ≤ (1 + µ+ − c)|Ω(u(t0)) \ Ω(uδ)|.

Remark 4.7. The constant c > 0 in above Lemma is not very easily quantified,
it depends delicately on the hypothesis that Hd−1(Γ+(u, t0)) > 0 (not just on the
measure itself, but on the consequences of being positive measure).

We defer the proof of Lemma 4.6 to the end of the section. It is worth empha-
sizing that this part is the technical heart of the proof of Theorem 4.3.

Now we give the proof of the weak solution property Theorem 4.3 via an energy
argument using Lemma 4.6. Proposition 3.16 also plays a central role allowing us
to reduce to the case of left continuous times.

Proof of Theorem 4.3. Fix t0 ∈ (0, T ], we first assume that P (u(t)) is left contin-
uous at t0. Jump times will be considered at the end, building on the result at
left continuous times and using the upper semi-continuity of u as well as the other
regularity properties of energy solutions from Proposition 3.16.

Step 1. Assume for now that

|P (u(t0))− P (u(t))| ≤ σ(t0 − t) for t ≤ t0

with some modulus of continuity σ. Suppose that

Hd−1
(
Γ+(u, t)

)
> 0.

Then Lemma 4.6 yields uδ, t−1, t0 for small δ > 0. We define

v(x) :=
F (t−1)

F (t0)
u(t0, x) and vδ(x) :=

F (t−1)

F (t0)
uδ(x).

From the energy dissipation inequality (1.6) evaluated on [t−1, t0], we derive

Diss(Ω(t−1),Ω(t0)) ≤ J (u(t−1))− J (u(t0)) +

ˆ t0

t−1

2Ḟ (t)P (t) dt

= [J (u(t−1))− J (vδ(t0))] + [J (vδ(t0))− J (v(t0))]

+

[
J (v(t0))− J (u(t0)) +

ˆ t0

t−1

2Ḟ (t)P (t) dt

]
= A+B + C.(4.6)

We next explain, individually, how to bound A,B,C to yield a contradiction.
Since vδ = F (t−1) on ∂U , we can apply the stability property Definition 1.1(2)

at time t−1 to obtain

A = J (u(t−1))− J (vδ) ≤ Diss(Ω(t−1),Ωδ(t0)).

Next the energy inequality (4.5) from Lemma 4.6 yields

B := J (vδ(t0))− J (v(t0)) ≤
(
F (t−1)

2

F (t0)2
(1 + µ+ − c)− 1

)
|Ω(t0) \ Ωδ(t0)|.
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Recall that c > 0 is independent of δ > 0, so from the Lipschitz continuity of
logF (t) we conclude that

B ≤ (µ+ − c+ oδ(1))|Ω(t0) \ Ωδ(t0)|.
Lastly we address C. We have

J (u(t0))− J (v(t0)) =

ˆ
U

(1− F (t−1)

F (t0)
)|Du|2(t0)dx

=
F 2(t0)− F 2(t−1)

F (t0)
P (t0)

≥
ˆ t0

t−1

2Ḟ (t)P (t)dt− 2‖Ḟ‖L∞σ(t0 − t−1)|t0 − t−1|,

=

ˆ t0

t−1

2Ḟ (t)P (t)dt− oδ(1)δ.(4.7)

This is the key place where we use the left continuity hypothesis on P .
Now, combining the previous three inequalities into (4.6), we have obtained

Diss(Ω(t−1),Ω(t0)) ≤ Diss(Ω(t−1),Ωδ(t0))+(µ+−c+oδ(1))|Ω(t0)\Ωδ(t0)|+oδ(1)δ
On the other hand, since Ω(u(t−1)) ⊂ Ωδ(t0) ⊂ Ω(t0) from Lemma 4.6, we have
Diss(Ω(t−1),Ω(t0))− Diss(Ω(t−1),Ωδ(t0)) = µ+|Ω(t0) \ Ωδ(t−1)| − µ+|Ωδ(t0) \ Ω(t−1)|

= µ+|Ω(t0) \ Ωδ(t0)|.
Putting the above estimates together, it follows that

µ+|Ω(t0) \ Ωδ(t0)| ≤ (µ+ − c+ oδ(1))|Ω(t0) \ Ωδ(t0)|+ oδ(1)δ.

Since Lemma 4.6 crucially guarantees that |Ω(t0) \ Ωδ(t0)| ≥ cδ, we can divide
through by |Ω(t0) \ Ωδ(t0)| and find

µ+ ≤ µ+ − c+ oδ(1)

Sending δ = (t0 − t−1) to zero yields 0 ≤ −c, which is a contradiction.
Step 2. (Jump times) Suppose that P (u(t)) is not left continuous at t0. By

Proposition 3.16 (i) u has left and right limits at time t0, uℓ(t0) and ur(t0). Fur-
thermore, by Proposition 3.16 part (iii) and since u is upper semicontinuous we
must have u(t0) = uℓ(t0) ∨ ur(t0).

By Proposition 3.16 part (iv)

ũ(t) :=

{
u(t) t < t0

uℓ(t0) t = t0.

is itself an energy solution on [0, t0] and ũ(t) and P (ũ(t)) are left continuous at t0.
The previous arguments give

Hd−1(Γ+(ũ, t0)) = 0.

We aim to show Γ+(u, t0) ⊂ Γ+(ũ, t0) which will complete the proof showing
Hd−1(Γ+(u, t0)) = 0. By Corollary 4.5

Γ+(u, t0) \ ∂Ω(uℓ(t0)) = ∅.
On the other hand since u touches ũ from above, at each x0 ∈ ∂Ωℓ(t0) ∩ ∂Ω(t0)

Vn(t0, x0;u) > 0 implies Vn(t0, x0; ũ) > 0, and D+u(t0, x0) ⊂ D+ũ(t0, x0).
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Thus
Γ+(u, t0) ⊂ Γ+(ũ, t0),

which concludes the proof. □

Remark 4.8. The regularity of the pressure P (t) seems to play an important role.
In (4.7) the regularity of P (t) dictates the size of a positive error term which needs
to be balanced by the positive Hd−1 measure of the set where the viscosity solution
condition fails.

Before continuing to the proof of the barrier construction Lemma 4.6, it is use-
ful to separate out one further measure-theoretic Lemma which says that if the
subsolution condition fails on a set of positive surface measure, then it fails so
quantitatively.

Let us first define quantified versions of the velocity and sub/superdifferentials.
Here we consider Ω(t) = Ω(u(t)). If for given r0, η > 0 (4.1) holds with Ω(t)∁

(resp. Ω(t)) we write
V r0
n (t0, x0) ≥ η (resp. ≤ −η).

For given r0, σ > 0 we define

Dσ,r0
+ u(x0) :=

{
p ∈ Rd : u(x) ≤ p · (x− x0) + σ|x− x0| in Br0(x0) ∩ {u > 0}

}
,

and

Dσ,r0
− u(x0) :=

{
p ∈ Rd : u(x) ≥ p · (x− x0)− σ|x− x0| in Br0(x0) ∩ {u > 0}

}
.

Lastly we define a quantified set where the dynamic slope condition strictly fails:

(4.8) Γ+
η,σ,r0(u, t) :=

{
x ∈ ∂Ω(u(t)) :

V r0
n (t, x) ≥ η and ∃p ∈ Dσ,r0

+ u(t, x)
s.t. |p|2 − (1 + µ+) < −η

}
.

The subdifferential version is defined similarly. In the above definition we are keep-
ing more parameters than minimally necessary in order to clarify certain delicate
points in the proof.

Lemma 4.9. The family of sets Γ+
η,r0,σ(u, t) is monotone decreasing with respect

to η and r0 and monotone increasing with respect to σ. Furthermore

Γ+(u, t) =
⋃
η>0

⋂
σ>0

⋃
r0>0

Γ+
η,σ,r0(u, t)

and thus, by monotone convergence theorem, if Hd−1(Γ+(u, t)) > 0 then there is
η > 0 so that for all σ > 0 there is r0(σ) > 0 such that Hd−1(Γ+

η,σ,r0(u, t)) > 0.

Proof. The monotonicities follow from the set definition. Let us check the set
formula. Let x ∈ Γ+(u, t), which means

Vn(t, x) > 0 and there is p ∈ D+u(t, x) with |p|2 < 1 + µ+.

By definition of D+u

u(t, x) ≤ p · x+ o(|x− x0|) for x ∈ Ω(u(t))

and so for every σ > 0 there is r1(σ) > 0 sufficiently small so that

u(t, x) ≤ p · x+ σ|x− x0| for x ∈ Ω(u(t)) ∩Br1(x)
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Namely p ∈ Dσ,r1
+ u(t, x). By the definition of Vn

V r2
n (t, x) ≥ η2 > 0 for some r2, η2 > 0.

Call η1 := (1 + µ+) − |p|2 > 0. Taking r0 = min{r1, r2} and η = min{η1, η2} we
find that x ∈ Γ+

η,σ,r0(u, t). □

Proof of Lemma 4.6. By Lemma 4.9 and the hypothesis of the Lemma there is
η > 0 such that for all σ > 0 there is positive r0(σ) with

(4.9) Hd−1(Γ+
η,σ,r0(u, t0)) ≥

1

2
Hd−1(Γ+(u, t0)) > 0.

We will take σ = c(d)η, where the dimensional constant c(d) will be determined in
the course of the proof (under (4.16)). This choice of σ also fixes r0 = r0(d, η) > 0,
we will usually drop the dependence on the dimension when it is not important and
write (for example) r0(η). Let us consider δ ∈ (0, r0(η)] and t−1 := t0 − δ for the
rest of the proof. By monotonicity of the sets Γ+

η,σ,r0(u, t0) in η, we may assume
that η < 1

2 .
We outline the proof, which is divided into three steps. In the first step we use

the speed and slope condition at a single point to construct a strict supersolution
replacement in a local neighborhood which is below u(t0) by O(δd) in measure
but still above u(t−1). The construction is fairly standard, using the first order
asymptotic information from the quantified superdifferential, sliding the lineariza-
tion inwards while also bending up in the tangential directions and bending down
in the normal direction in order to create a local superharmonic perturbation. In
the second step we perform a typical Vitali-type covering argument. In the final
step we perform the local supersolution replacement in each disjoint ball from the
covering to create the perturbation uδ, which is now O(δ) below u(t0) because we
have shifted inwards by O(δ) on a set of positive surface measure.

Step 1. (Construction of a barrier based on single reference point) In order
to make certain parameter choices more clear in the proof below we will adopt
the notation ηt = ηx = η and use ηt when the lower bound of the velocity is
being used, and ηx when the lower bound of the slope condition is being used. Let
x0 ∈ Γ+

η,σ,r0(u, t0). For simplicity we may assume that x0 = 0 and p0 = αed for
some α ≥ 0, so that

(4.10) u(t0, x) ≤ αxd + σ|x| in Br0(0) ∩ Ω(t0)

and, since we can always increase α if necessary, we may assume that

α = (1 + µ+)
1/2 − ηx.

Note that, since u is nonnegative, (4.10) yields that α(xd)− ≤ σr on Br(0)∩Ω(t0),
namely

(4.11) Br(0) ∩ Ω(t0) ⊂ {xd ≥ −σ
α
r} for all r ≤ r0.

Furthermore, again from the definition of Γ+
η,σ,r0(u, t0),

(4.12) Bηt(t0−t)(0) ⊂ Rd \ Ω(t) for t ≥ t0 − r0.

Recall that we assumed that δ = t0 − t−1 is smaller than r0(η) > 0.
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Our perturbation will be performed in ed-aligned cylinders which are anisotropic,
slightly wider in the tangential directions than the normal direction. Denoting
x′ = (x1, . . . , xd−1) and B′

r the ball of radius r in Rd−1,
Cylr = B′

r × (−cdr, cdr).
The dimensional constant cd := 1√

2(d−1)
is chosen so that on the side boundary of

the cylinder ∂sideCylr := ∂Br × (−cdr, cdr)

(4.13) |x′|2 − (d− 1)x2d ≥ r2 − (d− 1)c2dr
2 ≥ 1

2
r2 on x ∈ ∂sideCylr.

We also call
∂topCylr := Br × {xd = cdr} and ∂botCylr := Br × {xd = −cdr}.

Obviously Cylr ⊂ Br0 for r ≤ r0/
√
2.

We aim to make a localized perturbation in Cyl 1√
2
ηtδ

. Note that this cylinder is
chosen since, by (4.12),
(4.14) Cyl 1√

2
ηtδ

⊂ Bηtδ ⊂ Rd \ Ω(t−1).

Since we assume δ = t0 − t−1 ≤ r0 and η < 1, so ηtδ ≤ r0 as well.
We shift the plane αxd inwards by O(δ) in the normal direction ed while also

bending upwards in the tangential directions so that the barrier is below u(t0) but
above u(t−1).

More precisely, define the barrier
(4.15) ψδ(x) := (α+ ηx

4 )(xd − a1ηtδ) + a2(ηtδ)
−1(|x′|2 − (d− 1)x2d).

We will see that if we choose ai := c(d, µ+)ηx, i = 1, 2 then we can guarantee the
following important properties of ψδ:

(i) ψδ is harmonic;
(ii) ψδ(x) > u(t0, x) on ∂Cyl 1√

2
ηtδ

∩ Ω(t0);
(iii) |∇ψδ(x)|2 ≤ 1 + µ+ − 1

2ηx in Cyl 1√
2
ηtδ

;
(iv) There is c > 0 depending on d and µ+ such that

Bcηxηtδ(0) ⊂ {ψδ ≤ 0}.
Property (i). This is straightforward, but we do emphasize that the superhar-

monicity is important and needed later to deal with the energy computation in Step
3 below.

Property (ii). We check the bottom, sides and top of the cylinder separately. On
the top boundary x ∈ ∂topCyl 1√

2
ηtδ

we can use the extra room on the slope:

ψδ(x) ≥ αxd + c(d)ηxηtδ − C(d)(a1 + a2)ηtδ

≥ αxd + c(d)[ηx − C(d)(a1 + a2)]ηtδ.

Thus if we take
(4.16) a1 + a2 ≤ c(d)ηx

then, again on x ∈ ∂topCyl 1√
2
ηtδ

,

ψδ(x) ≥ αxd + c(d)ηxηtδ

≥ αxd + c(d)ηx|x| ≥ αxd + σ|x| ≥ u(t0, x).
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where this computation fixes the choice of the dimensional constant in σ = c(d)ηx.
On the sides ∂sideCyl 1√

2
ηtδ

∩ Ω(t0) we can use the upwards bending in the tan-
gential directions. Using (4.13), we have.

ψδ(x) ≥ αxd − 1
4ηx(xd)− − (1 + µ+)

1/2a1ηtδ +
1

2
a2ηtδ

= αxd + σ|x|+
[
1
2a2ηtδ − σ|x| − 1

4ηx(xd)− − (1 + µ+)
1/2a1ηtδ

]
︸ ︷︷ ︸

:= A

.

(4.11) yields that

A ≥ c [a2 − C(d)σ − C(µ+, d)a1] ηtδ on x ∈ ∂sideCyl 1√
2
ηtδ

∩ Ω(t0).

We want this to be non-negative, so along with condition (4.16) we need to choose
σ, a1 and a2 so that

a1 + a2 ≤ c(d)ηx and C(d)σ + C(µ+, d)a1 ≤ a2.

To satisfy both inequalities, we choose σ = c(d)ηx, a1 = c(d, µ+)ηx and a2 = c(d)ηx.
Applying these choices of parameters, we find

ψδ(x) ≥ αxd + σ|x| ≥ u(t0, x) on ∂sideCyl 1√
2
ηtδ

∩ Ω(t0).

Finally, the bottom boundary ∂botCyl 1√
2
ηtδ

is compactly contained in the zero
level set of u(t0). Namely the set (xd)− = cdηtδ does not intersect Ω(t0) by (4.11)
and fixing the choice of dimensional constant in the original specification σ = c(d)η.

Property (iii). For this we just compute the gradient and bound with triangle
inequality

|∇ψδ − (α+ 1
4ηx)ed| ≤ C(d)a2 in Cyl 1√

2
ηtδ
.

Choosing the dimensional constant in a2 = c(d)ηx smaller if necessary,
|∇ψδ| ≤ α+ 1

2ηx ≤ (1 + µ+)
1/2 − 1

2ηx in Cyl 1√
2
ηtδ
.

Property (iv). Note that ψδ is monotone in Cyl 1√
2
ηtδ

on the cone of direc-
tions, namely for the directions e ∈ Sd−1 such that e · ed ≥ 1

2 ≥ C(d)a2. Since
ψδ(a1ηtδed) = 0 we find that

B2a1ηtδed(0) ⊂ {ψδ ≤ 0}.
Step 2. (Covering setup) Since Hausdorff measure is inner regular, there is a

compact subset K ⊂ Γ+
η,σ,r0(u, t0) with

Hd−1(K) ≥ 1

2
Hd−1(Γ+

η,σ,r0(u, t0)) ≥
1

4
Hd−1(Γ+(u, t0)).

Since K is compact, there is r1 > 0 such that

(4.17) inf{
∞∑
j=1

ρd−1
j : K ⊂

∞⋃
j=1

Bρj (xj), ρj ≤ r1} ≥ 1

2
Hd−1(K).

Let 3ηtδ ≤ r1. By the Vitali covering lemma there is a finite collection of disjoint
balls Bj of radius ηtδ centered at points xj ∈ K ⊂ ∂Ω(t0) with

K ⊂
⋃
j

3Bj .
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Call B̃j = Bcηxηtδ(xj) with constant 1 > c(d, µ+) > 0 from property (iv) above.
Since B̃j ⊂ Bj they are a disjoint collection as well. By (4.17)∑

j

3d−1δd−1 ≥ 1

2
Hd−1(K).

By measure non-degeneracy of the free boundary Lemma 3.5

|Ω(t0) ∩ B̃j | ≥ cη−2dδd,

where the constant c depends on d and µ+.
Since B̃′

js are disjoint, we obtain the following by absorbing universal constants
into c:

|Ω(t0) ∩
⋃
j

B̃j | =
∑
j

|Ω(t0) ∩ B̃j | ≥
∑
j

cη−2dδd ≥ cη−2dHd−1(K)δ,

or,

(4.18) |Ω(t0) ∩
⋃
j

B̃j | ≥ cη−2dHd−1(Γ+(u, t0))δ.

Step 3. (Construction of the comparison functions) Let δ ≤ min{(3ηt)−1r1, r0}
so that both Step 1 and Step 2 apply, recall r1 was fixed by (4.17) and r0(η) was
fixed at the beginning of the proof below (4.9). Now for each xj ∈ Γ+(u, t0) from
the covering constructed in Step 2, call ψxj ,δ to be the single-point barrier function
constructed in Step 1. The ψxj ,δ are defined in Bj , extend them to be equal to +∞
outside of their respective Bj .

Consider the comparison function

uδ(x) = u(t0, x) ∧
∧
j

ψxj ,δ(x) defined for x ∈ Ω(t0).

By properties (i) and (ii), and by the disjointness of the Bj , we can conclude that
uδ is Lipschitz continuous and superharmonic in Ω(t0).

Now by property (iv) (first containment below), property (ii) (second contain-
ment below), and (4.14) (third containment below), applied for each j

(4.19)
⋃
j

B̃j ∩ Ω(u(t0)) ⊂ Ω(u(t0)) \ Ω(uδ) ⊂
⋃
j

Bj ⊂ Rd \ Ω(u(t−1)).

Thus we conclude that

Ω(u(t−1)) ⊂ Ω(uδ) ⊂ Ω(u(t0))

and also, by (4.18),

|Ω(u(t0)) \ Ω(uδ)| ≥
∑
j

|B̃j ∩ Ω(u(t0))| ≥ cη−2dHd−1(Γ+(u, t0))δ.

The previous two displayed equations establish (4.4), the first claim of the Lemma.
To conclude we still need to establish the inequality on the difference of the

Dirichlet energy (4.5). Recall that uδ is superharmonic and Lipschitz continuous
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in Ω(t0), so we can apply Lemma A.1 with v0 = uδ and v1 = u(t0). This results inˆ
Ω(uδ)

|∇uδ|2 dx−
ˆ
Ω(t0)

|∇u(t0)|2 dx ≤
ˆ
Ω(t0)\Ω(uδ)

|Duδ|2 dx

≤
ˆ
Ω(t0)\Ω(uδ)

(1 + µ+ − 1
2ηx) dx

where we applied property (iii) for the second inequality. This proves (4.5) and
finishes the proof of the Lemma. □

5. Limit of the minimizing movement scheme

This section is dedicated to the proof of Theorem 1.3. We will study the mini-
mizing movements scheme introduced in (1.7), which we recall here for convenience:

ukδ ∈ argmin
{
J (w) + Diss(uk−1

δ , w) : w ∈ F (kδ) +H1
0 (U)

}
.

Then interpolate discontinuously to define, for all t ∈ [0, T ],

uδ(t) := ukδ and Fδ(t) = F (kδ) if t ∈ [kδ, (k + 1)δ).

We will analyze the behavior of the minimizing movements scheme as δ → 0.
We apply established ideas [1, 13] to show that, up to a subsequence, the uδ

converge pointwise in time to an energy solution (E). Our argument will be quite
similar to that in Alberti and DeSimone [1, Section 4] which was itself inspired by
Mainik and Mielke [13]. The conclusion of these arguments is that, up to a subse-
quence, the uδ(t) and Ω(uδ(t)) converge pointwise everywhere in time in uniform /
Hausdorff distance norm in space to a (global) energetic solution.

Proof of Theorem 1.3. We start by proving uniform (in δ > 0) BV-in-time bounds
for the minimizing movements scheme via a discrete Grönwall type argument similar
to Lemma 3.7. This establishes the necessary compactness to show that, up to a
subsequence, the uδ(t) and Ω(uδ(t)) converge at every time in uniform / Hausdorff
distance norm to a (global) energetic solution. The convergence at every time,
which follows from an application of Helly’s selection theorem, is a key detail to
establish the energy solution property.

The proof will use many of the same ideas that were developed in Section 3 in
the continuous time case, so we will refer to the relevant arguments above in many
places to significantly shorten the presentation.

Part (i). A discrete version of the energy dissipation inequality will play a
central role in the proof. We claim that for each k ≥ 1

(5.1) Diss(uk−1
δ , ukδ ) ≤

ˆ kδ

(k−1)δ

2(1 + gδ(t))Ḟ (t)Pδ(t) dt+ J (uk−1
δ )− J (ukδ )

where the error term in the integrand has
(5.2) |gδ(t)| ≤ exp(‖(logF )′‖∞δ)− 1 → 0 uniformly as δ → 0,

and we used the notation Pδ(t) :=
´
∂U

∂u
[t/δ]
δ

∂n dS.
To prove this by using the minimizing scheme we build a comparable version of

uk−1
δ to ukδ , by defining ũ := F (kδ)

F ((k−1)δ)u
k−1
δ . Then we have

Diss(uk−1
δ , ukδ )+J (ukδ ) ≤ Diss(uk−1

δ , ũ)+J (ũ) = J (ũ) = J (ũ)−J (uk−1
δ )+J (uk−1

δ ).



34 W. M. FELDMAN, I. C. KIM, AND N. POŽÁR

By integration by parts we can rewrite

J (ũ)− J (uk−1
δ ) =

F 2
k − F 2

k−1

Fk−1

ˆ
∂U

∂uk−1
δ

∂n
dS

=

ˆ kδ

(k−1)δ

2
F (t)

Fk−1
Ḟ (t)Pδ(t) dt.

Then define gδ(t) := F (t)
Fk−1

− 1 for [t] = k − 1 which satisfies (5.2) by fundamental
theorem of calculus and the inequality 1− e−k ≤ ek − 1 for k > 0. That completes
our proof of (5.1).

Next we sum up the one-step dissipation inequality (5.1) to get, for any 0 ≤ t0 ≤
t1 ≤ T ,

(5.3) Diss(uδ(t); [t0, t1]) ≤
ˆ t1

t0

2(1+gδ(t))Ḟ (t)Pδ(t)dt+J (uδ(t1))−J (uδ(t0))+Cδ

where Cδ accounts for the error from t0 and t1 not necessarily being integer mul-
tiples of δ and we are using the uniform Lipschitz bound of uδ(t) from Lemma
3.5.

From (5.3) we can derive uniform BV ([0, T ];L1(U)×R×R) bounds on the map
t 7→ (χΩδ

(t), Pδ(t),Jδ(t)) by the same arguments as in Lemma 3.7.
Part (ii). Due to the above compactness, Helly’s selection principle [1, Theorem

5.1] yields that, along a subsequence,

(χΩδ
(t), Pδ(t),Jδ(t)) → (χΩ(t), P (t),J (t)) in L1(U)× R× R for every t ∈ [0, T ].

Then arguing as in the proof of part (i) of Proposition 3.16 we can also show that
uδ(t) → u(t) uniformly in U for each t ∈ [0, T ] and we can show the consistency of
the limits

Ω(t) = Ω(u(t)), J (t) = J (u(t)), and P (t) = P (u(t)).

Furthermore the convergence of Ωδ(t) → Ω(t) can be upgraded to Hausdorff dis-
tance convergence using the uniform convergence of the uδ(t) → u(t) and the
uniform non-degeneracy of uδ(t).

Part (iii). Now let us show that u(t) is an energy solution. To show the stability
property, observe that for any v ∈ u(t)+H1

0 (U) we can take k = [t/δ] and compare
uδ(t) = ukδ with ṽ := F (δk)

F (t) v(t), so that

Diss(uk−1
δ , ukδ ) + J (ukδ ) ≤ Diss(uk−1

δ , ṽ) + J (ṽ).

Note that, due to the possibility of a jump in the limit we do not necessarily know
that Diss(uk−1

δ , ukδ ) → 0. So to get everything in terms of uδ(t) = ukδ we apply the
triangle inequality Lemma A.2

J (uδ(t)) = J (ukδ ) ≤ Diss(uk−1
δ , ṽ)−Diss(uk−1

δ , ukδ ) + J (ṽ)

≤ Diss(ukδ , ṽ) + J (ṽ)

= Diss(uδ(t), ṽ) + J (ṽ).

Now sending δ → 0 along the convergent subsequence yields the desired stability
inequality.
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Last we show the energy dissipation inequality. For any 0 ≤ t0 < t1 ≤ T we can
apply (5.3) to find

Diss(uδ(t0), uδ(t1)) ≤
ˆ t1

t0

2(1 + gδ(t))Ḟ (t)Pδ(t)dt+ J (uδ(t1))− J (uδ(t0)) + Cδ.

Using the consistency results from part (ii) above and sending δ → 0 gives the
dissipation inequality for u. The convergence of the left hand side just follows from
the L1 convergence of the indicator functions, and the convergence of the integral
is by dominated convergence theorem. □

Appendix A. Technical results

A.1. Energy difference quotient formulae. We give and prove several formulas
for the difference of the Dirichlet energy under varying positivity set. We have not
seen these particular formulas before in the literature, but they provide a very
convenient way to go from energy minimization to viscosity solution properties.

Lemma A.1. Suppose that v0, v1 ∈ H1(U) with v0 ≤ v1 and v0 = v1 ≥ 0 on ∂U .
Call Ωj = {vj > 0} ∩ U .

• If v1 is subharmonic in Ω1 then

(A.1)
ˆ
Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx ≥
ˆ
Ω1\Ω0

|∇v1|2 dx.

• If v0 is superharmonic in Ω1 then

(A.2)
ˆ
Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx ≤
ˆ
Ω1\Ω0

|∇v0|2 dx

Proof. For (A.1) we start withˆ
Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx =

ˆ
Ω0

|∇v0|2 − |∇v1|2 dx+

ˆ
Ω1\Ω0

−|∇v1|2 dx

Then we compute the first term on the rightˆ
Ω0

|∇v0|2 − |∇v1|2 dx =

ˆ
Ω0

|∇v1 +∇(v0 − v1)|2 − |∇v1|2 dx

=

ˆ
Ω0

2∇v1 · ∇(v0 − v1) + |∇(v0 − v1)|2 dx

≥
ˆ
Ω0

2∇v1 · ∇(v0 − v1) dx

=

ˆ
Ω1

2∇v1 · ∇((v0)+ − v1) dx+

ˆ
Ω1\Ω0

2|∇v1|2 dx

≥
ˆ
Ω1\Ω0

2|∇v1|2 dx.

The last inequality in the sequence above is is due to v1 being H1 subharmonic in
Ω1. Note that v1 − (v0)+ is a valid test function for the subharmonicity condition
since it is non-negative in Ω1 and in H1

0 (Ω1).
For (A.2) we start withˆ
Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx =

ˆ
Ω1

|∇v0|2 − |∇v1|2 dx+

ˆ
Ω1\Ω0

−|∇v0|2 dx
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Then we compute the first term on the rightˆ
Ω1

|∇v0|2 − |∇v1|2 dx =

ˆ
Ω1

|∇v0|2 − |∇v0 +∇(v1 − v0)|2 dx

=

ˆ
Ω1

−2∇v0 · ∇(v1 − v0)− |∇(v1 − v0)|2 dx

≤
ˆ
Ω1

−2∇v0 · ∇(v1 − (v0)+) dx+

ˆ
Ω1\Ω0

2|∇v0|2 dx

≤
ˆ
Ω1\Ω0

2|∇v0|2 dx.

The last inequality in the sequence above is due to v0 being H1 superharmonic in
Ω1. Note that v1− (v0)+ is a valid test function for the superharmonicity condition
since it is in H1

0 (Ω1) and is non-negative in Ω1.
In the smooth case one can also check the related identitiesˆ

Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx

=

ˆ
Ω1

2∆v1(v1 − (v0)+) dx+

ˆ
Ω0

|∇(v1 − v0)|2 dx+

ˆ
Ω1\Ω0

|∇v1|2 dx

and ˆ
Ω0

|∇v0|2 dx−
ˆ
Ω1

|∇v1|2 dx =

ˆ
Ω1

2(v1 − (v0)+)∆v0 dx−
ˆ
Ω1

|∇(v1 − v0)|2 dx+

ˆ
Ω1\Ω0

|∇v0|2 dx.

□

A.2. Sharp triangle inequality for the dissipation distance. Here we give
a sharp triangle inequality for the dissipation distance. The triangle inequality
is important for most of the standard theory of rate-independent energetic evolu-
tions, although we remark that it does not seem to generalize well to the general
anisotropic case. The sharp triangle inequality is used in Proposition 3.16 to show
that if an energetic solution jumps multiple times then u(t) must always be in
between uℓ(t) and ur(t).

Lemma A.2 (Dissipation distance sharp triangle inequality). Let A, B, and C be
arbitrary finite measure regions in Rn. Then

Diss(A,B) + Diss(B,C)− Diss(A,C) = (µ− + µ+)

[
|B \ (A ∪ C)|+ |(A ∩ C) \B|

]
Proof. The result is purely set algebraic computations, see Figure 5 for the geo-
metric idea. We compute

Diss(A,B) + Diss(B,C)− Diss(A,C)

=

ˆ
µ+1B\A + µ−1A\B + µ+1C\B + µ−1B\C − µ+1C\A − µ−1C\A dx

=

ˆ
µ+[1B\A + 1C\B − 1C\A] + µ−[1A\B + 1B\C − 1A\C ] dx.(A.3)
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(A ∩ C) \B

B \ (A ∪ C)

Figure 5. Diagram of the sharp triangle inequality for the dissi-
pation distance. Here A ∩C is the inner circle, A ∪C is the outer
circle, and B is the ellipse.

Now we just compute by force the first term in brackets on the previous line
1B\A + 1C\B − 1C\A = 1B − 1A∩B + 1C − 1B∩C − [1C − 1A∩C ]

= 1B + 1A∩C − 1B∩C − 1B∩A

= 1B + 1A∩C1B − 1B∩C − 1B∩A + 1A∩C(1− 1B)

= 1B(1 + 1A∩C − 1C − 1A) + 1(A∩C)\B

= 1B(1− 1A∪C) + 1(A∩C)\B

= 1B\(A∪C) + 1(A∩C)\B .

The second bracketed term in (A.3) works out quite similarly and is identical after
the second step above giving the same result.

Plugging these identities back into (A.3) gives the result. □
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